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Square Kilometre Array Transforming Radioastronomy

e Square Kilometre Array (SKA) Observatory (SKAO) is
a next-generation radio astronomy facility which will
cover the frequency range from 50 MHz to 15 GHz.
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UK SKA Regional Centre

UKSRC infrastructure

and services:

Supporting and
facilitating UK science
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Delivering STFC’s UK SKA Regional Centre Strategy

UKSRC’s mission is to maximise that the UK’s return on the UK’s SKAO investment.

Developing digital
research infrastructure

Bespoke UK-based computational and data
facilities, tools, and services will contribute to
the analysis of 700PB of data generated per

year by the SKA telescopes

UK SKA Regional Centre UK Science Community

Strengthening the UK
astronomy community

UK astronomers will have opportunities to
inform the UKSRC's development and to
enhance their skills in preparation for the

deployment of the SKA telescopes

Global SRC Network

Collaborating
internationally

The UKSRC team working with a global
network of 14 nations and the SKA
Observatory to develop interoperable

functionalities to find, access, manipulate and

visualise SKA Data products. I ‘ SR@




UK teams

* Working towards both UK-national and SRCNet activities

* Cross-functional teams of SRCs working towards developing infrastructure and tools for SKA data handling.

e Part of the Scaled Agile Framework that coordinate work across SRCNet and other SKA areas
(construction, software...)

UK based teams International teams

Coral

Tests node deployment and support the
tech development to build a performant

Data Access & Compute
Cloud & Data metadata archive

SRCNet.
Purple - _ Tangerine
AAl, data logistics, policy, To deliver the SRCNet Science Gateway which
PerfSONAR provides users with access to SRCNet
services
Teal Magenta

SRCNet Rucio data management, data

Science Platform and workflow development
management APls

Sapphire
Science user support, training, and Program‘team _
comRigity SNEasemant SRC|Net Responsible for the running of the ART

SKAO Regional Centre Network
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Global SKA Regional Centre Network

S RC N et SKAO Council
ReRse%ugﬁzg% Resource Board
. . . Data Pracessin .
N \ Eg %
e Global SRC Network is essential to ¢ )
deliver science from the SKA LS
4 SRCNet IS the SOI‘e acCess POInt for :T;V?@KAO CouﬁcLlendorsed governance-structure
Scientists to SKA data & science i)
B Canada, 6%

SRC Network - collaboration of 16 partners

All SRCs are outside of SKAO cost book
Formal pledging of effort and e-infrastructure facilities &

* UKis the largest single partner

* UK’s SRCNet contributions align with :
FRAB-coRgiuction: ESGVV'Ct_eS 700PB/ f SKA-LOW and SKA-MID
o = Ny * Expecting year from - an -
200 efioiand e nlrastriigiareTaeiities o combined. Archive growth 1ExByte/year globally (UK 20%)

services :
* Thereistoo much data for one country
uk | SRC




SRCNet work is critical for SKAO delivery

SRCNet project is focused on the Federation of sites, data and services
* Useraccounts, single sign on (AAA)
* Provides the portal for scientists
* Delivers Data Products to Science Users
* Global archive of data and enable creation and storage of Advanced Data Products
* Provide the resources needed AKA - Preparing to deliver Science Platforms for science ‘beyond the laptop’

SRC|Net

SKAO Regional Centre Network

SKA Regional
Centre

SKA Regional
Centre

SKA Regional

Centre

SKA Regional
Centre
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SRCNet Timeline

* Build up capabilities within SRCNet before needing to scale out in capacity

* Delivery timelines are aligned with SKAO telescope array construction

« SRCNetis needed for Science Verification (SV) which provides an end-to-end
test of the science performance of SKA with the astronomical community.

Construction Timeline with SRC Net

2026-2027 SV campaigns produce up to 2027-2028 SV campaigns produce up to e s
3.5 PBytes* of data each SV week 14 PBytes* of data each SV week SR et 03] =
> SRC Net 0.2 I
SRC Net 0.1 E——
AART eV
AN I —
AA2 =
AAL - =
Mo.s—l I | | | | |
2024 2025 2026 2027 2028 2029

I I IS S .
Commissioning

;g}rJIRMRP[‘ETNETS, subject Uk ‘ SR@

to change




SRCNet challenges

Functionality Capacity

SKA anticipates lifetime of 30+ years 100% |- — L
» Solutions developed now will evolve due to changing S Wi | / s
technology, science and external constraints 7 /
Interoperability with P ” P
* Other experiments for multi-wave astronomy 10% | o ——— e 10%
e ——
* Global network and heterogeneous computational |
resources 2020 2025 2030
Scale: Data rates from telescopes Ramp-up of the SRC netert -
» ~700 PB/year of data products  The total storage and compute requirement
» Proprietary data access periods for SKA science drives the need for a SRCNet
Users will not be downloading their SKA data * The total resources that are much more than any
: _ ) one country can provide alone.
« The SRCs will provide the resources and access for you to 3
run your analysis and workflow  Compute/Storage resources pledged into the
* New way of approaching research for astronomers SRCNet will become part of a global federated

pool
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SRCNetv0.1:ini

SRCNet v0.1 represents the initial functional prototype

release.

8 countries expected to participate in v0.1.

* Minimum goal of 4 deployed Nodes:

* ‘Engineering Prototype’: Internal users only; providing:

other Nodes integrated when ready.

Common authentication and authorisation

Use of Test (i.e random / simulated) — or open — data

Data ingestion

Data discovery

Data distribution and replication
Data access

Basic data analysis
(e.g. visualisation / notebooks)

* Also to continue to develop pipelines,
workflows, benchmarking and profiling

tial prototype

SRCNet0.1 included sites Storage (PB)

8 PBytes total storage offered for
SRCNet0.1 (c.f original target of 20 PB)

Cl SRC
UK SRC ly SRC
pan SRC
s vt K Netherlands SRC
s Sy SRC
= y R Sweden SRC
& ( & Switzertand SRC
A
0% j
cscs
048
Created with mapchart.net
-
Milestone Description SRC Net Functionality Scope (users)
SRCNet v0.1 First version of SRCNet sites . Test data (and some precursors data) disseminated into a SRC ART members
First quarter of deploying common services prototype SRC Net
2025 and connecting via SRCNet . Data can be discovered through queries to the SRC Net Members of SKA
APIls. Enable technical tests of . Data dissemination to SRC nodes Commissioning team
the architectural . Data can be accessed through a prototype data lake (potentially, but not
implementation. [Added c.f. . Data replication. Data can be moved to a local SRC area where required)

document]

(Potentialy Opportunity to
engage SRCNet with AA0.5
data transfer and access.)

non-connected local interactive analysis portals (notebooks)
could allow basic analysis

Unified Authentication System for all the SRCs

Visualisation of imaging data




SRCNet Software stack

Common
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a Analysis
Interfaces
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Jupyterhub
'
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User
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Python
Client

@}stm py/astroguery
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Test Data

Data Data
Access

Ingestion Service
Prototype

/

Computing e
And Storage
[
®
e
Visualisation
Tools (local) °
@CARTAR

IVOA TAP
IVOA SODA

Note: Software Stack

Common Authentication

o« IAM
Visualisation Tools (local)
IVOA Protocols

* TAP, SODA
Data Discovery and Access
from Data Lake
Ingestion Service Prototype
Python Client

e Astroquery Module
User Interface

e ESAP

® https://esap.srcdev.skao.int/
Analysis Interfaces

o JupyterHub

o CANFAR Science Platform

‘SBCNet Giobal

Global/Local architecture

‘SRCNet Node

Global Metadata Management Support Laye
] Metadala [(Oiscover Scince Data Sets | |
Shsciely ‘Management (TAP)
o8
Meiadala _oiscover Ste Capatittes
Management [ - 0"
4 I (Stie Capablltes)
capabiies Meladala —_ougcover Data Access Points
g e b Terh
o (DataLink) Orcnestra
Global Data Management
Gnops
7L = garasiage
Pi
Locatans —
Greste Monoring
Regica | —»  Pemmissions «

SRCNet v0.1

SRCNet Software Stack

Global Services

The Global SRC Services will operate centrally, providing essential functionalities

uk | SRC
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https://srcnet-software-docs.readthedocs.io/en/latest/index.html

UK deployment of SRCNet v0.1 e

SKAO Regional Centre United Kingdom

* Forv0.1 concentrate initial deployment at Rutherford
Appleton Laboratory (RAL) STFC, near Oxford, UK
(i.e., same location as the WLCG UK Tier-1).

Core RAL Infrastructure Services Cloud native

= [
e [z
* GitOps style approach

recommended (e.g. ArgoCD/FluxCD, k8s); -

* Deploymentteams from RAL, Cambridge,
Manchester, StackHPC contributing.

Orchestration

GitOps

SRC|Net

SKAO Regional Centre Network

Infrastructure - Compute Infrastructure - Storage

D Deployments &

Per site deployments.
Read more

Subgroups and projects  Shared projects  Inactive

[~ Q
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SRCNet v0.1 Software Stack Demo

* Authentication via SKA-IAM (INDIGO IAM) instance Running at RAL
* Login possible via your IdP

* Science Gateway to query catalogue, search for compute resources
and perform Data management.

* Use of SODA Cutout Service, and further analysis in CARTA. (snippets taken from the CHSRC demo portion)

$EP2CHS skao Rucio scs
SRC

: .
Ne —
DN et.; Home Search catalogue James Walder 0 Lee Parameter:
SKA Regional Centre Network Engiish 5 Servica info - Eoseniams: 15202 S KAO D a C H S

Matadata + Search radius: 360.0

eenifier mmsmdemdr somom TARN s il
o
Tools - 6] [ %  skaha.src.skach.org/session/carta/http/ju04j3hf/ a &l Q 30 % 8
Project =
e 7 = Nl 7 - Y I @ PV e
Welcome to SKA IAM Prototype > Flo View widgets Hep 8|/ |0|O|0Q|~ |6 (&]B|€ ¥ \8|dBELSSEcN @S LA -
AT o T 220 3@ O [ Xprofii: Curser X Y,

¥
Aladin Lite - 49); Image: (1020, 1190); Value: -1.29516e-8 Image ~ Active 4  Region Active
(runnine g) 4
. > ,
o~ \
s \ o - (VA
5 o] :
SkyServer SDSS < 8
T 8
“ =N Data: (WCS: 150.11039, Image: 1020 px, -1.29516e-8)
©
Eorsat your passviora? ad Y Profile: Cursor X L2 R4
2 Image Active ¢ Region Active &
1 in wit 2
Science
Your Organisation via eduGain © > /\
il o n “edu Gateway u O¥ & Qox 2| » 2| 3 000es0 - e Wl (—" ——
150.20 150.18 150.16 150.14 150.12 150.10 150.08 150.06 150.04 150.02 : 160 ‘ :
Not a member? Right ascension
P Data: (WCS: 2.36250, Image: 1190 px, -1.29516e-8)
Render Configuration X 7 B4 o
Apply for an account Region List X L7 A

0, 0, 0 0/ 0, 0, 9/ 1% s 2
90% 95% 99% 99.5% | 99.9% | 99.95% 99.99% 100%  Custom Clip min 1474239486817 = == e SR

Clip max 0.000003503905% Cursor Point ’253"é‘2’f§7 00 )C

Scaling Linear ¢ . k
CARTA - Cube Analysis and
Rendering Tool for Astronomy

Register an account with eduGAIN
Jocur n Site (About Us, AUP, Privicy Notice

Colormap R | *
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https://www.bing.com/ck/a?!&&p=e199af998a103794ae261ceae3b8cf15cd807dc5d1c252ebed1d553c6df63cf1JmltdHM9MTc0MTA0NjQwMA&ptn=3&ver=2&hsh=4&fclid=2e4d1e90-7903-62ab-2889-0cfe78336385&psq=astronomy+carta&u=a1aHR0cHM6Ly9jYXJ0YXZpcy5vcmcv&ntb=1
https://www.bing.com/ck/a?!&&p=e199af998a103794ae261ceae3b8cf15cd807dc5d1c252ebed1d553c6df63cf1JmltdHM9MTc0MTA0NjQwMA&ptn=3&ver=2&hsh=4&fclid=2e4d1e90-7903-62ab-2889-0cfe78336385&psq=astronomy+carta&u=a1aHR0cHM6Ly9jYXJ0YXZpcy5vcmcv&ntb=1

Next steps

* SRCNetv0.1 Data movement campaigns

capture and inform current and future architectural
decisions

* SRCNetv0.2

Adds in Federated job execution
User Storage
Preparations for Science Verification:

* Workloads
e Data dissemination

Selected scientists have access

e SRCNetVv0.3

Increased sets of functionalities

Increased usage by Science
communities

More Science verifications and
additional workloads

Integration, User

Ingest and Dissemination Workflows, and Data
Lifecycle
Apr/May 2025 June/July 2025 Do
l 1 Sep 2025
| | | —
Apr 2025 May 2025 July 2025
g:::::;’:?::: ¥ :,‘:t:;:;n;swmge Scalability and Stress
Rehearsal Tests
Milestone Description SRC Net Functionality Scope (users)
SRCNet v0.2 AA1 and Commissioning . Data dissemination using telescopes sites interface Selected scientists from
First quarter 2026 . First version of federated execution. Access to remote operations | community
on data using services and the possibility to invoke execution into
arelevant SRC Members of Science
L] Subset of SDP workflows runnable in the SRCs Operations
) First Accounting model implementation.
. User storage areas SRC ART members
. Visualisation of imaging and time series data through remote
operations
. Preparation of SRCNet User Support
Milestone Description SRC Net Functionality Scope (users)
4th quarter 2026 Cycle 0 proposals, AA2 and . Improved data dissemination. Use of available storage Science verification
Science Verification e SKA preliminary data (and some precursors data) disseminated | community (public
into a prototype SRCNet access)
. Upgraded federated computing. Basic execution planner
implementation and move execution to a selected SRC Members of Science
) Upgrade of subset SDP workflows runnable in the SRCs Operations
L] Provide access to the first set of workflow templates for science
analysis (light ADPs) SRC ART members
. ADPs ingestion system
. Spectral data visualisation and manipulation
. Implementation of SRCNet User Support

uk | SRC




UKSRC supporting the UK community

 SKAO is under construction, and SRCNet has no data yet

* The UKSRC wants to help support and prepare the UK astronomy community to develop
a facility informed by our future-users and maximise the science return from SKA.

* Supporting UK researchers using data from SKAO precursors and pathfinder telescopes

SKA pathfinder &
precursor telescopes

uk | SRC

Credit: SKA Observatory



SKA will change how astronomers undertake research

SKA will change how research is undertaken
- larger volumes of data and data processing capabilities

- transform how data is gathered, analysed and shared e.g. via
the “science gateway”

- Challenges are not just technical and include cultural and
social aspects

Social science approaches to make hidden social and cultural challenges
and barriers visible and develop approaches to address them

* human/social aspects of professional practice,
 professional identity and agency

* actions humans take in response to changes in their situation and
context

uk | SRC
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CHISHOLM 31/01/2025

Conceptual framework that reexamines social and
cultural barriers to data sharing

o
7] . .

> Fear of judgment Sharingis not a priority

@

8 Fear of losing control over data Lack of recognition

Leaders do notengage

(&}
- 2 I

T »n

E =2
o0 Epistemic uncertainties Core Concepts Culturalreluctance
= © (Epistemic) Trust

o Navigatingtensions

% @ . Pr(_)ducti_ve res_ista nce « Sacrifice/ exchange

5 2 * Epistemic anxiety * Epistemic injustice/ epistemic

ot 9 * Macro epistemic cultures positioning

.g 8 * Trading zones (interdisciplinarity/ * Epistemic cultures

8 collaboration) * Professionalidentity renegotiation

— * New insights to better understand the research community
New starting points to codesign approaches to support the community as

research practices evolve UI( ‘ SR@

FAIR Data Accelerator: Cultivating cultures of data sharing



Demonstrator cases / early adopter projects

UKSRC Benefits
Inform development of UKSRC architecture &
development

Users benefits
Access to compute resources
Workflows within UKSRC architecture

Incorporate new workflows
Ability to stress-test system with new

Science/development/tech support from UKSRC
Participate in the future direction and features in

UKSRC/SRCNet Community workflows and users
New science using UKSRC resources Cocreation Develop science support models
* Informing science user support services & Current demonstrator cases
Community engagement * Processing and delivery of LOFAR2.0 international station data. (LOFAR)
o ngh memory Servers dep[oyed and are in use in % Late-time 21cm intensity mapping in autocorrelation mode. (MeerKAT)
UCL, Durha m, ManCheSter and Ca mbrldge % Multi-wavelength datasets for radio continuum and HI surveys. (MeerKAT, LOFAR, Rubin Obs.,
) = , . VISTA, WISE, DESI Legacy Survey)
* Opportunity to “stress test’ the UKSRC facility as
/ % Galactic plane and cluster surveys. (MeerKAT, ASKAP, e-MERLIN, JVLA, Gaia, Rubin Obs.,
it develops WISE)
¢ DevelopS various reusable workflows and tools * Discovering Pulsars and Fast Transients through Candidate Identification, Classification and

Machine Learning. (MeerKAT, LOFAR, other transient facilities)

for now and future (SKAO)

. 5 | h tRadio T ients. (e-MERLIN, MeerKAT, JVLA, LOFAR, ASKAP
 Callfor new projects coming soon R adlo Tt 1o 7 )uk ‘ SRC

% SKA-EoR analysis demonstrator. (LOFAR, HERA)
https://zenodo.org/communities/uk_skarc



https://zenodo.org/communities/uk_skarc

Summary

UKSRC will provide infrastructure and services
for UK radio astronomy in the exabyte era.

The UKSRC will increase the capacity of the
UK research community by providing:

* Better data access and curation
e Better software and tools for analysis

* Better support, training and careers
pathways

This will maximise UK’s return on investment
in SKAO construction

Better support for
researcher-users

Researchers'
experience &
feedback from
using proto-
UKSRC

New research
ideas &
community

Better researcher-
user
understanding of
the technology &
their ability
to articulate
technical needs

lterative

development of
UKSRC’s

capabilities

Technical
prototyping and
testing

New technical
capabilities
available to
researchers

New leading-
edge hardware
and software
available from
vendors

uk | SRC
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FAIR Data Accelerator:

Cultivating cultures of data sharing
Francisco Duran del Fierro, Allison Littlejohn,
Eileen Kennedy, Louise Chisholm

Lab UK Research

Centre for Depar'tment for and Innovation
M"an "%" Science, Innovation
Computing & Technology
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