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n01: Current examples – 3 model resolutions  

~7km ~20km ~100km
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n01: Historical perspective

Circa 1990!
1/4o x 1/2o

Southern Ocean 
model



n01: Historical perspective

Circa 1995



n01: The NEMO consortium

NEMO System team development

• 5 full consortium members + associates

• Each consortium member guarantees 1 man-year of 

effort p.a.

• Annual workplan agreed by development committee; 

aligned with rolling 5-year development strategy

• High level steering committee to leverage 

opportunities

• Open-source development with moderation of 

external contributions (Gitlab-based)

Current release of NEMO 4.2.2 (very soon 5.0-beta)

https://sites.nemo-ocean.io/user-guide/
https://forge.nemo-ocean.eu/nemo

https://sites.nemo-ocean.io/user-guide/
https://forge.nemo-ocean.eu/nemo


n01: Progress towards exascale

1. Original source code

za (: ,:) = 0.0 _wp 
DO_2D( 1, 0, 1, 0 ) 

za(ji,jj) = zb(ji+1,jj) - zb(i,jj) 
END_2D 

za (: ,:) = 0.0 _wp
DO jj = ntsj-(1), ntej+(0) ; DO ji = ntsi-(1), ntei+(0) 
za(ji,jj) = zb(ji+1,jj) - zb(ji,jj) 
END DO ; END DO 

2. Preprocessed source code 

[...] 
0: Assignment [] 

ArrayReference[name:’za’] 
[...] 

1: Loop[type=’lat’, field_space=’None’, it_space=’None’] 
[...] 

Schedule []
0: Loop[type=’lon’, field_space=’None’, it_space=’None’] 

[...] 
Schedule []

0: InlinedKern [] 
Schedule []

0: Assignment [] 
[...]

3. PSyclone Internal Representation (PSyIR) 

!$acc kernels
za (: ,:) = 0.0 _wp
!$acc loop independent collapse(2) 
do jj = ntsj - 1, ntej + 0, 1 
do ji = ntsi - 1, ntei + 0, 1

za(ji,jj) = zb(ji + 1,jj) - zb(ji,jj) 
end do 
end do 
!$acc end kernels 

4. Compiler-ready source code 

CPP preprocessing
and macro expansion

Psyclone transformation
(external script)

Transformed PSyIR

Transformed F90

Psyclone 1st stage



Increasing data residency on GPUs

This part 43% faster ☺

4 CPUS + GPUS
Psyclone basic

40x slower 

4 CPUS, No GPU
utilisation

n01: Proof of concept

GPU-resident tracer transport in the 
(slightly simplified) NEMO BENCH 
configuration

(Simon Müller, NOC)



n01: NEMO 5, GPU acceleration, and the PSyclone approach 

• Integration of PSyclone source-code generation in the NEMO 5 build system 

• NEMO 5 compatible with relevant Fortran compilers: 
GNU, Intel, Cray (as available on ARCHER2), NVIDIA HPC SDK 

• Ongoing support for new PSyclone releases; feedback into PSyclone development 

• PSyclone generates OpenACC kernels regions covering relevant code sections 

• Sufficient for GPUs with memory management based on a page-fault mechanism 

• Alternatively, PSyclone can manage data residency on GPUs 
!$acc enter data copyin([. . .])

and updates in the main memory 
!$acc update if present host([. . .])

• ..but there are unresolved compatibility issues when using the Fortran compiler 
available on ARCHER2

Different approaches (e.g., OpenMP offload) are also available 
https://github.com/stfc/psyclone
https://www.openacc.org

https://github.com/stfc/psyclone
https://www.openacc.org/


n01: Next steps

• Resolution of compatibility issues between PSyclone and Cray Fortran compiler 

• In the interim: semi-manual data management via PSyclone script 

• Exploration of MPI communication between GPUs 

• Scaling tests on (large) multi-node systems 



n01:

•The book brings to life the science research from world 
leading NOC scientists Dr Chelsey Baker, Dr Sara Fowell, Prof 
Steph Henson, Dr Alice Marzocchi and Dr Katsia Pabortsava.

•The story aims to educate and inspire young readers to protect 
our ocean and even become plankton poo scientists of the 
future.
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